Part VI:
Advanced Topics

(Bonus Material
on CD-ROM)

This part includes additional material that are related to Part IV and Part V; it consists of two
sub-parts.

In the first sub-part, three chapters (Chapter 21, Chapter 22, and Chapter 23) cover func-
tions and components of a router in further detail as a continuation of Part IV. First, different
approaches to architect the switch fabric of a router are presented in Chapter 21. Second,
packet queueing and scheduling approaches are discussed along with their strengths and
limitations in Chapter 22. Third, traffic conditioning, an important function of a router, espe-
cially to meet service level agreements, is presented in Chapter 23.

In the second sub-part, we include two chapters (Chapter 24 and Chapter 25). Transport
network routing is presented first in its general framework, followed by a formal treatment of
the transport network route engineering problem over multiple time periods, in Chapter 24.
The final chapter (Chapter 25) covers two different dimensions: optical network routing and
multi-layer network routing. In optical network routing, we discuss both SONET and WDM
in a transport network framework; more importantly, we also point out the circumstances un-
der which a WDM on-demand network differs from a basic transport network paradigm. Fur-
thermore, we discuss routing in multiple layers from the service network to multiple views
of the transport networks; this is done by appropriately considering the unit of information
on which routing decision is made and the time granularity of making such a decision. We
conclude by presenting overlay network routing and its relation to multilayer routing.
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Transport Network
Routing

If you ask any filmmaker how they got into it, everyone came a different
route.

Alan Parker

Reading Guideline

The discussion of basic drivers and the need for transport network routing can be
read without much dependence on other chapters. However, to understand the op-
timization models for network engineering, a good understanding of network flow
modeling as presented earlier in Chapter 4 is necessary. Transport network rout-
ing models are useful in solving relevant traffic engineering problems that arise in
MPLS, GMPLS, and optical networking.
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Transport networks play important roles in networking as they serve as the bearers of services
at a physical level. Note that the term transport as used in transport networks has no relation
to transport as used in referring to the transport layer protocol in the TCP/IP protocol stack.
Traditionally, transport networks were referred as telecommunication facilities networks [596],
and in the past decade, the term transport network has caught on. Along with transport net-
work, the term transport service is often used; this means that a customer needs a transport
network service from a transport network provider. This chapter covers transport network
routing, especially for multiple time periods, to accommodate transport service requests.

Why Transport Network/Service

Transport, as in transport networks/services, requires some explanation. What does it mean
and what is it transporting? Consider the following three examples:

e [P network links/trunks: At the view of IP networks, an IP link or trunk is between two
routers of certain capacity, for example, a T3 data rate or OC-3 data rate. This view is actu-
ally only a logical view. Such links are needed to be carried over actual physical facilities.
Thus, the actual physical route taken by this link is different from the logical view.

o Trunkgroups in the telephone network: Much like IP network links, trunkgroups that connect
two TDM switches in the telephone network are also logical entities. They also need to be
physically routed on actual physical facilities. Similarly, SS7 circuits between SSPs, SCPs,
and STPs must be physically connected.

e Private network services: An entity/customer with offices located in two different cities
might want to have the sites connected at a certain bandwidth, say T1, for internal voice
or data traffic. In this case, such connectivity can be provided by a transport network
provider that then has the responsibility of ensuring that a physical path and the band-
width are both available to the customer.

Clearly, in each case, a transport service is needed. A key point to note is that such links
are usually established on a semi-permanent basis, whereas bandwidth remains fixed for a
long time. In many cases, such physical paths that use a link may not change for a number
of years; for example, in many instances, this length is 3 years because of signed contract
agreements.

Example 24.1 Illustration of logical versus transport.

We will consider a simple illustration to show the difference between logical and trans-
port views (Figure 24.1). Consider switches in three locations: San Francisco (SF), Kansas
City (KC), and New York (NY). We use switch as a generic term here for illustration; it can
be routers or customer edge equipments for private transport services. They are connected
by logical trunks. To provide these logical trunks, ingress and egress transport nodes must be
located in close proximity of end switch sites, which are connected by a transport-routed path
that can further go through one or more intermediate transport nodes. In general, transport
network nodes are referred as cross-connects. Note that the cross-connects are not visible to
switches.
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FIGURE 24.1 Transport path for logical links through cross-connects: SF-KC-NY
example.

As an example, the SFsw-KCsw logical link is connected as SFsw-SFcc-ccl-cc2-KCec-
KCsw; similarly, the KCsw-NYsw logical link is connected as KCsw-KCcc-cc3-cc4-cc5-NYtn-
NYsw (Figure 24.1). However, the SFsw-NYsw link is connected as SFsw-SFcc-cc1-cc2-KCec-
cc3-cc4-cc5-NYce-NYsw; note that this link does not enter KCsw at all. Thus, we can think of
the switching points for a logical link as the end points of a transport route between them.

In what sense, then, does transport network routing come into the picture? The paths
shown above that are taken in the transport network are based on certain decisions; these
decisions can depend on transport node functionality, port availability at nodes, and other
services that need to be accommodated. A

It may be noted that in many instances, customers who require transport service do not
want the transport service provider to change the paths since such links are carrying mission-
critical traffic for which rearrangement of the path can have significant financial implications
to the customer. In some instances, some customers are willing to accept it if such a rearrange-
ment is done during a maintenance window, say 2:00 AM—4:00 AM late at night. However,
with a global economy and the role communication plays, such a maintenance window, es-
pecially for international transports, is hard to find; while it is night in one part of the world,
it is daytime in another part. Second, while it may be night in one part of the world, facilities
and logical links in this part of the world might be of significance to users in another part
where it is daytime due to corporate Intranet-based services.

Another important point is that setting up a logical link over a transport network may
require a certain amount of setup time. Depending on the level of transport service requests
as well as the actual bandwidth requested, such requests can take from a few days to a few
months. It should be noted that a new signaling protocol suite such as GMPLS (see Sec-
tion 18.4) has been developed to reduce this setup time; this is partly also necessitated by the
problem faced in finding a maintenance window. However, one of the issues in setting up
such a transport capability is that it involves having agreements in place between customers
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and providers that may include service-level agreements and payment plans, which also de-
pend on the “size of the pipe” requested. In general, the initial setup may have a certain lag
delay, while rearrangement for an existing transport connectivity may be allowable, but not
always.

Some of the above decisions are also transport equipment dependent. So, what are the
typical transport gears used? This can range at a data rate level: from T1/E1 to T3/E3 to
OC-48, and so on. If cross-connects are for T1/E1 or T3/E3, they are known as digital access
cross-connect systems (DACS), or digital cross-connect systems (DCS). In the optical network-
ing domain, cross-connects are known as optical cross-connects. Transport functionality can
be provided through a mesh network with cross-connects connected by transport links (not
to be confused with logical network links). With transport networks, there are also special
node types to consider, which are known as grooming nodes. Grooming nodes refer to the type
of nodes that can perform multiplexing, say from multiple T1s to fit into a T3, or multiple
OC-3s into an OC-48. There is another special node type called an add-drop multiplexer (ADM)
which provides a grooming-type function but does not usually provide cross-connect func-
tions. ADMs are commonly used in transport rings such as SONET rings. A key difference
between a cross-connect and an ADM is that a cross-connect may be used to interconnect a
larger number of transmission signals and also for grooming of transport networking routing
and management.

The primary focus of this chapter is to consider transport network routing in a generic
cross-connect environment for problems that fall under a Type B classification (refer to Ta-
ble 17.1), without any special focus on a specific technology or a time window. Specific ex-
amples in regard to technology, such as MPLS and optical networking, are discussed later in
the book, including when and how a transport service that has been classified under a Type B
classification might become Type C or even Type A (refer to Table 17.1). It is worth mentioning
that the general move in the industry is toward services that fall under a Type C (or Type A)
classification since with new signaling technology such as GMPLS, dynamic provisioning can
be accomplished. Yet, as we discussed earlier, for many customers and depending on the size
of pipe requested, the overall transport network problem will continue to have a component
that would need to satisfy services that would still fall under a Type B classification. Thus,
our discussion in the rest of the chapter is for transport services that fall under a Type B
classification.

Timing of Request and Transport Service Provisioning

From the point of view of a transport network provider, a service request from a customer
may arrive on a random basis, as received by this provider. It could be at the beginning of
the week or at the middle of the week or at the end of the week; furthermore, the provider
may receive multiple requests on a particular day, but none on another day. Thus, the random
arrival of the request cannot be avoided.

Now consider the transport service provisioning component. For the sake of this discus-
sion, we assume that the provider provisions transport service once a week, say on Saturday
evenings. However, taking into account the lag time to set up a request, the service request
may take a week to several weeks to be set up. Another important point is that new capacity
may be added periodically into the network based on forecast of growth.
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FIGURE 24.2 Transport service request arrival over a time horizon.
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Example 24.2 Transport request arrival and service provisioning: A temporal view.

As an illustration, consider Figure 24.2. Assume that the time horizon is shown on a
weekly basis. Capacity may be added every 4 weeks. Suppose that service setup has a week
lag time from the end of the previous week. For example, we can see that six requests that
arrive by the end of week 1 (marked as 7 = 1) are provisioned at the end of week 2; similarly,
the two requests that arrive by the end of week 2 are provisioned at the end of week 3.

Suppose that an expedited service is also available where a request can be installed by
the end of the week if the request arrives early enough in the week. Thus, out of the three
arrivals in week 3, one is expedited and is served at the end of week 3, while the other two
are served at the end of week 4 as normal service provisioning.

Now we discuss the effect due to capacity expansion. Capacity is added at the end of
week 2 and then again at the end of week 6 based on earlier forecasts. However, during
weeks 3 and 4 much higher-than-expected requests were coming in. Six requests from week 3
could be met at the end of week 4. However, of seven requests from week 4, only five could
be accommodated at the end of week 5 due to capacity availability; the rest needed to wait
another week until capacity expansion takes place at the end of week 6. A

The above example listed request arrivals without identifying origin and destination
nodes. Similarly, capacity expansion can be done on a link basis; for some links, it may be
added every 4 weeks, and for others it may not be; furthermore, the quantum of capacity
expansion is a modular quantity such as OC-3. Another issue is the time window factor.
Thus, origin—destination information would need to be taken into account in routing, and
the impact of capacity expansion cannot be decoupled from the routing problem. Finally, it
is possible that some provisioned services, and, thus, capacity allocated, would be released.
Due to these factors, overall routing does not simply have a spatial view as in other routing
problems considered in this book; it also has a temporal component. Another important point
is that because of the scheduled service provisioning, the traffic demand matrix is deterministic
at the time of provisioning.

It is important to note that in the above, a generic time period between updates is used
to communicate the basic idea; depending on the transport technology and technological
capabilities, the time period can be of different duration, typically from a week to months to
a number of years. With new signaling capabilities such as for GMPLS (refer to Chapter 18),
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this time window can shrink. In the following, we illustrate route provisioning when demand
request changes over multiple time periods.

Example 24.3 Routing over multiple time periods (adapted from [673]).

In this example, routing implications over multiple time periods are discussed for a three-
node transport network (Figure 24.3). The request arrives in units of Tls—they may be for
serving logical links connecting IP routers or logical links for a trunkgroup between two
TDM switches.

From a transport network point of view, they are demand to be met through routing
in its network. Capacity in the transport network is considered in T3 bandwidth units (1
T3 =28 T1s). Figure 24.3(a) show the first time period where the first demand matrix is shown
as “new request.” The routes taken for these demands and any spares left on any link are
shown. Note that due to modular capacity, there is no need to directly connect node 1 with
node 3—its demand can be routed via node 2.

In time period v =2 (Figure 24.3(b)), new requests are to be accommodated; this requires
capacity expansion, along with rearrangement of provisioned flows. If rearrangement is not
allowed, further capacity expansion would be needed to handle these requests.

In Figure 24.3(c), a third time period is shown, where we show that some requests are
disconnected (listed as —20). Going from Figure 24.3(b) to this situation, demands can be
rearranged to fit in just two transport (T3) links, thereby saving on maintenance cost on the
third lik. If rearrangement is not allowed from the previous period, all three transport (T3)
links would need to be active. A

From the above example and discussion, we can see that transport network routing can
involve capacity expansion in one or more time periods. The actual routing path for demands
can change over time depending on whether rearrangement is allowed. You will also see that
transport network routing is essentially a minimum cost routing-type multicommodity net-
work flow problem. If we were to consider just one time period, then the problem of transport
network routing would be a multicommodity network flow (MCNF) problem presented ear-
lier in Chapter 4; for example, see Eq. (4.4.7) for routing without any restriction and Eq. (4.5.3)
if nonsplit demand is to be taken into account.

Multi-Time Period Transport Network Routing Design

By now, it should be clear that transport network routing that spans multiple time periods
often requires capacity expansion to meet a traffic engineering objective. An important point
about demand volume for the transport network is that the change or new request is incre-
mental. It does not typically negate what is already routed in a period time period; certainly,
rearrangement can be factored in, if allowed. Also, currently active circuits or routes may be
disconnected because a customer might not need any more.

From a network flow modeling perspective, there are a few important issues to consider
(in addition to the incremental demand volume): (1) the cost structure may change over time,
e.g., due to economic discounting; thus, any cost would need to be modeled with a time-
dependency parameter; (2) demand routed in one time window might have maintenance
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1T3=28Tls

Current | New Request | Total Current | New Request | Total
1:2 0 +10 10 1:2 10 +14 24
1:3 0 +10 10 1:3 10 +14 24
2:3 0 +10 10 2:3 10 +14 24

(a) Time period, T =1

Current | New Request | Total
1:2 24 —20 4
1:3 24 0 24
2:3 24 0 24

(c) Time period, T = 3

(b) Time period, T = 2

FIGURE 24.3 Transport routing over multiple time periods.

costs in subsequent time windows, in addition to any routing cost; and (3) capacity expansion
might be possible in each time window over a given time horizon.

We assume that only one type of demand module is considered, such as all T1s, and
similarly capacity is also in a specific modular value such as T3s. In simple terms, this means
that without taking routing into consideration, if the demand volume is given as 51 T1s,
then we need at least two T3 units of capacity (since one T3 can carry 28 T1s). Similarly,
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if the demand volume is 40 OC-3s, then we need three OC-48s (since one OC-48 can carry
16 OC-3s). In general, we will use M to denote the size of the modular capacity units; for
example, M =28 when demand volumes in T1s are considered in a network where capacity
modules are in T3s, or M = 16 when demand volumes in OC-3s are considered in a network
where capacity modules are in OC-48s. Because of M, capacity variables can be modeled as
non-negative integers.

Now, going from Eq. (4.4.7), which is a single-period model, to a multiperiod model, we
need to factor in a time period parameter, r. Thus, demand volume 4 for demand pair k
in Eq. (4.4.7) changes to hy. for demand pair k in time 7; as an example, demand volumes
shown in different time periods in Figure 24.3 can be represented by Ay.. We introduce the
capacity expansion variable z¢, for capacity to be added to link ¢ in time period t; there are
two cost components associated with capacity expansion—one for new installation (¢,,) and
the other for maintenance (;7) of capacity expanded in previous time periods; see Table 24.1
for a summary of notation.

The basic multiple time period routing design problem is to minimize cost of routing and
capacity expansion; it can be written as

T K Py
minimize; F= ZZ(Q,Zhﬁ-QTZZ&) +ZZZ§kp,xkpr
=1 ¢=1 t=1k=1p=l1
Py
subjectto Z-xkp‘fzhk'[7 k:l,Z,...,K, T:l,za...,T (2431)
K Py,
ZzakphxkprfMZh, £=1,2,....L, t=1,2,...,T
k=1p=1

Xipr =0, 7 =0,1,2,....

This model, with the temporal parameter, is simply an extension of Eq. (4.4.7). To see this,
suppose that the first term in the objective, which is for capacity expansion, is dropped and
capacity is assumed to be given and also, only one time period (7" = 1) is considered, then
Eq. (24.3.1) reduces to Eq. (4.4.7). Since this is a link-path representation, a set of candidate
paths would need to be identified at first, for example, through an algorithm such as the k-
shortest path algorithm (refer to Section 2.8). Eq. (24.3.1) includes both the link installation
cost and the link maintenance cost. In large network planning and design, the link installa-
tion cost is considered under capital expenditure (CapEx), while the link maintenance cost is
considered under operational expenditure (OpEx). Traditionally, CapEx and OpEx are con-
sidered under separate budgetary authorities and organizations within a transport network
provider. The model above shows that it is sometimes necessary to consider two different
budgetary considerations under a unified model to see the overall network cost.

There is another way to represent the objective cost in Eq. (24.3.1) if we rearrange the
first term using an alternate interpretation of cost related to capacity: if we install capacity
in period 7, it will incur maintenance costs in all subsequent periods (including period )
until the end of the planning horizon. Then, link £ for capacity z,; has the unit capacity cost,



10 24.3 Multi-Time Period Transport Network Routing Design

TABLE 241 Summary of notation for Section 24.3.

Notation Explanation

Given

K Number of demand pairs, k=1,2,..., K

T Number of time periods, r =1,2,..., T

L Number of links, £ =1,2,..., L

M Size of the link capacity module

Py, Candidate paths for flows for demand k=1,2,...,Kinperiodt=1,2,..., T

Skper Link-path indicator, set to 1, if link £ belongs to path p for demand k in time
period 7, 0 otherwise

hi: (= 0) New (incremental) demand volume for demand k in period t

98 Installation cost of one capacity module on link ¢ for period =

9 Maintenance cost of one capacity module on link ¢ during period t for capacity
installed in prior time period(s)

Cer Combined cost of one capacity module on link ¢ in time period t

Expr Unit routing cost on path p of demand k in time period ¢

Or Penalty cost of not routing a portion of demand volume for demand & in t

Variables

Xkpr (non-negative) flow allocated to path p of demand ¢ at time t

et (new) capacity of link £ expressed in the number of modules (non-negative
integer) needed in time period t

For tracking

Ver Link flow on link £ in time period =

Cer Spare capacity on link £ in time period t

Sor =8y + T ¢/~ Thus, the first cost term in the objective function in Eq. (24.3.1), can be
rewritten as

T L -1 T L T
> (Q@Z@r + 0 Zm> =>"> tiezer  where fr =g/ + Y ¢l (24.3.2)
=1 1=t

=1 ¢=1 =1 ¢=1

A benefit of writing as given in (24.3.2) is that it is easy to see that the routing design prob-
lem given by Eq. (24.3.2) can be decoupled into T-independent problems. Furthermore, the
aggregated cost component, ¢¢;, provides a sense that although CapEx and OpEx cost com-
ponents need to be considered for the entire planning horizon, for modeling purposes it is not
always necessary to model them completely separately, at least for models such as the given
by Eq. (24.3.1). Certainly, the fact that model (24.3.1) can be decoupled into T-independent
problems raises the question on whether multiperiod modeling is necessary. We will now
discuss two basic problems with Eq. (24.3.1).

In Eq. (24.3.1), we have assumed that the incremental demand is non-negative, which re-
flects network growth over the planning horizon. It is certainly possible to imagine the case
where installed demand volume from a previous period is no longer needed in a future pe-
riod (negative growth in a network), for example, disconnection in a future period of circuits
already installed in a previous period in the case of transport networks. As discussed in [400],
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a way to capture this effect is to have A, < 0 (refer to Figure 24.3(c)), which would imply that
previously routed demand volumes need to be altered and that we must allow xy,; < 0in the
formulation. However, we need to ensure that this decrease is accommodated only on paths
that have positive flows in prior periods. To do this, we need to replace the requirement that
each flow (x,;) is non-negative with the following condition:

T
D Xk =0, T=12,....T,
t=1

along with the understanding that path index p, in this case, refers to the exact same path
from one time period to the next for the same demand identifier, k. The inclusion of this
constraint in Eq. (24.3.1) implies that the modified design problem can no longer be natu-
rally decoupled into 7-independent design problems. Although this new constraint satisfies
feasibility, the restriction on demand routing (i.e., routing for any new incremental demand
volume to be performed on a period-by-period basis) is no longer maintained; in other words,
rearrangeability of routed demand volume from one period to the next is possible. While this
flexibility is good from a formulation point of view, the rearrangeability option may not be
allowable/possible for many real transport networks.

For the rest of the discussion, we assume that the incremental demand volume is A, > 0
and that the rearrangement of routed demand from one period to the next is not allowable.
Thus, we return to Problem (24.3.1) and the fact that this problem can still be decoupled into
T-independent single-period problems. Therefore, we will now discuss another important
reason to consider multiperiod modeling instead of using just single-period design.

If you follow model (24.3.1) carefully, you will notice that this model does not necessarily
generate optimal solutions from the standpoint of overall network capacity over the entire
planning horizon. For example, from the second set of constraints in Eq. (24.3.1), it is easy
to see that due to modularity of capacity installed, not all capacity that was installed in a
previous period may be completely depleted by routing of demand volume in that period.
Thus, in actuality, there is a good chance that some spare capacity will be available from one
time period to the next (refer to Example 24.3), which can be used for realizing routing of
demand volumes in future periods; this aspect is not explicitly considered in the above model.
Thus, in reality, there is a natural coupling from one time period to another in a multiperiod
problem.

To illustrate the effect of spare capacity from one period for use in future periods for flow
routing, we denote y,; as the link load on link £ in period 7 (r =1, 2, ..., T). Furthermore, we
denote the spare capacity on link ¢ in period t by ¢¢r > 0 for t =0,1,2,..., T. In this case,
Ceo denotes any spare capacity available at the beginning of the entire planning cycle. Now at
the end of time v = 1, any new, incremental demand volume must be satisfied using already
available capacity at the beginning of this period plus any new capacity added in this period;
thus, we have the following link-load satisfiability condition for t = 1:

Ye1 <G+ Mzp, £=1,2,...,L.

Then, the spare capacity (if any) left at the end of period v =1 is available in period 7 = 2;
this spare capacity can be written as

Coo=Coo+Mzp—yn, €=1,2,...,L.
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TABLE 24.2 Link flow, capacity expansion, and spare
capacity in time period v = 2 (see Figure 24.3(b)).

Link ¢ cel Z02 Ye2 Ce2
1-2 8 0 20 4
1-3 0 1 20 4
2-3 8 0 20 4

Similarly, at the end of period 7 =2, the link-load satisfiability condition and the spare capac-
ity can be written as:

yo<¢an+Mzpn, £=1,2,...,L
Co=Cn+Mzp—yp, €¢=1,2,....L,

respectively. This is illustrated in Table 24.2 for data in Example 24.3.
Generalizing, we have

yhfeg’f_1+MZh, £=1,2,...,.L, t=1,2,..., T
&g, =6g’1_1+MZh—ygr, t=1,2,...,.L, t=1,2,...,T.

Essentially, we need to incorporate these two sets of relations into model (24.3.1) to account
for reuse of spare capacity from one period to the next. Using substitution, we can rewrite
spare capacity in period t (for each link ¢) as

Cor = Cor—1+Mzgr — yir

=Cor2+Mzp -1 —Yeo—1 +Mzer — yir

=Cpo + Mzor — yer + Zf:_f Mzt — Yor)-
Rearranging, we get
Yer 4 Cor = Coo + Mzyr + Z:ll Mzt — Yar)-
Since spare capacity is non-negative, we can arrive at the following inequality:
Yer < Ceo + Mzer + Z,:f Mzt — yer).

Finally, if we denote the initial spare capacity as ¢,o = Mz — yeo for time v =0, if there is any
spare capacity available (and 0, otherwise), we have the following relation

Ver <Mzer + Y20 Mz —yer), €=1,2,...,L, t=1,2,...,T. (24.3.3)

Thus, constraint (24.3.3) is an important constraint to include with Eq. (24.3.1) to capture spare
capacity availability and use, and to model the transport network routing design problem
accurately.
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DEMAND REQUEST AND CAPACITY EXPANSION: DIFFERENT TIME CYCLE

So far, we have assumed that capacity expansion is possible in every time period. In many
practical situations, this may not be the case. Consider the case where new requests are col-
lected every week for routing, while capacity can be expanded only every 4 weeks due to,
say logistics issues (refer to Figure 24.2). Thus, we cannot then rule out the possibility that in
some periods, there may not be enough capacity to route all requests. To factor in this pos-
sibility, we introduce an artificial variable, Xx., for each demand k in time period 7, which
captures any demand volume that cannot be met by the currently available bandwidth. This
variable, however, does not appear in the link capacity constraints. It is indeed important to
introduce a per-unit penalty parameter, ©, > 0, if demand cannot be accommodated; this
can then serve, for example, as the cost incurred due to lost revenue and the penalty can be
set high, as appropriate. Furthermore, since capacity cannot be added in every time period,
we must force capacity expansion variable, z¢;, to be zero in the periods in which capacity
expansion is not allowed. To help distinguish, we will denote 7 to indicate the time periods
when capacity expansion is allowed. If we denote the set of all time periods as 7, then the set
difference, 7\7, represents the periods when no capacity expansion is possible; that is, for
these periods, z¢r = 0. Thus, we can write the overall model as

T L T K Py T K
minimizeysy F=Y Y Coczer+ ) DY Eipckipr + )Y Okeknr
t=1¢=1 t=1k=1p=1 t=1k=1
Py
subject to Y xppr + Xk = hyr. k=1.2,...K, t=12,....T
p=1
K Pk'[
SO SkperXipe <Mzer, £=1.2,....L.t=12,....T
1=t (24.3.4)
K Py
ZZakpMkp,:yh, ¢=1,2,....,L, t=1,2,...,T
k=1p=1

Vor SMZ[I—FZ:;(}(MZ&—)/(;), t=1,2,....,.L, t=1,2,..., T

Zir =0 fOI‘l'ET\'?
2 =0,1,2,... (integer) forreT
Xipr =0, Xir = 0.

At first ook, this appears to be a complicated model. In fact, the basic idea is quite simple.
It addresses multiperiod transport routing design where capacity expansion need not be in
the same time period cycles as new demand requests. Furthermore, a penalty is introduced
if a demand request cannot be met in a time period due to lack of available capacity. Finally,
link flow and spare capacity are tracked for going from one period to another.

OTHER VARIATIONS

There are other possible variations that can depend on transportation technology and net-
work capability; for example, flow variables, xi,, can take discrete values, instead of taking
continuous values; multiple heterogeneous size modules, instead of one, are allowed. Such
requirements can be accommodated by extending the model presented here. It may be noted
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that not all cost components may be necessary for a particular transport routing design prob-
lem; accordingly, such cost components can be dropped from the objective function. Finally,
it is possible to consider transport routing where full rearrangement for existing routed de-
mands is allowed. In this case, the main difference is that the spare capacity relation, given
by Eq. (24.3.3), is not necessary.

Transport Routing with Varied Protection Levels

In this section, we present a transport routing problem that takes into account protection
requirements at different levels for different service requests. For simplicity, we will present
this model for a single time period. In this model, we consider three protection service classes:
full-, fractional-, and zero-protection transport services. Here, zero protection means that the
service is guaranteed under normal operating conditions but not under a failure; fractional-
protection means providing a reduced level of services under a major link failure in addition
to guaranteed service under normal operating conditions; finally, full protection means pro-
viding guarantee under both normal as well as failure conditions.

For each origin-destination node pair in the network, demand volume must be routed
with one of the protection levels for a set of customers where each customer might have
a different protection service-level agreement; thus, customers are categorized into different
service classes based on the protection-level agreement. Also, customers demand requests for
a particular demand pair k are nonsplittable on multiple paths. We consider a demand pair
k where we have a set of service requests Sy from customers requiring protection services at
differing protection levels. See Table 24.3 for a summary of notation.

TABLE 24.3 Summary of notation for Section 24.4 (note: K and L are defined in
Table 24.1).

Notation Explanation

Sk Protection service classes for demand k=1,2,..., K

d; Demand volume of service request s for demand pair k

Py Set of candidate path cycles for service request s = 1,2, ..., Sk for demand k =
1,2,....K

e Capacity of link £ =1,2,..., L

o Protection level of service request s =1,2,..., S fork=1,2,..., K

8t Link-primary path indicator for a path cycle; 1, if candidate path cycle m =

1,2,..., P} for service s =1,2,..., S, of demand pair k =1,2,..., K uses link
£=1,2,..., Linits primary path; 0, Otherwise
B, Link-backup path indicator for a path cycle; 1, if candidate path cycle m =
1,2,..., P, for service s =1,2,..., 8, of demand pair k =1,2,..., K uses link
£=1,2,..., Linits backup path; 0, Otherwise

Oy Penalty cost of not routing service request s for demand &
Variables:
Ul 0/1 decision variable for choosing path cycle m for s, k

ﬁf{ 0/1 artificial variable for s, k
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FIGURE 24.4 [Illustration of path cycles: 1-6-2-5-3-1 and 1-6-2-4-3-1.

Consider now the zero-protection transport level demand request. In this case, only a
path with bandwidth &} needs to be provisioned. Considering only the shortest (e.g., in terms
of hops) path may not address the overall traffic engineering goal. Thus, we need to consider
a set of candidate paths for each demand k, as we have done with other models presented
earlier for link-path formulation model.

For the full-protection transport service class, a backup path needs to be available and
bandwidth dj needs to be reserved on the backup path. We require that the backup path
survive if the primary path is affected due to any critical failure, e.g., for a single link failure
at a time. Although the primary and backup path could be independently modeled, we use
a pairing idea, i.e., consider a pair of disjoint paths consisting of primary and backup paths.
Similar to the case of zero-protection services, the selection of the shortest pair of primary
and backup paths for a demand d; may not be in the best interest of a traffic engineering
objective. Thus, we can consider a candidate set of primary/backup path pairs for a demand
volume, df{, for full protection.

Finally, in the case of fractional-protection transport services, the backup path needs to
be allocated bandwidth that is sufficient to carry a fraction of dj in order to address partial
survivability. Thus, the fractional-transport service class also requires a pair of disjoint paths.
The difference is that, on the backup path, only a fraction of the demand is required to be
reserved. If we denote the fraction by o) (where 0 < a; < 1), then the primary path would
reserve d; while the backup path would reserve o} d; .

When we consider all three cases, it is easy to see that by appropriately setting a; we can
consider each of the protection levels, i.e., o} = 0 refers to zero protection, a; = 1 refers to full
protection, while o refers to fractional protection if 0 < a < 1.

There are two benefits of introducing «;: (1) fractional-protection need not be of a specific
predefined value; each customer can request a different level, and (2) for zero protection,
we can also consider a pair of disjoint paths as well where on the backup path, we assign
o = 0; this means we can still consider a backup path but it is not used. Consequently, the
three service classes can be considered in a unified manner from a modeling framework—
all we need to do is to consider a set of candidate pairs of disjoint paths; there are known
algorithms for generation such path pairs [677], [678]. For simplicity, we refer to a pair of
disjoint paths as a path cycle. As an illustration, consider Figure 24.4, where for the demand
pair connecting nodes 1 and 2, we have two different candidate path cycles 1-6-2-5-3-1 and
1-6-2-4-3-1, which are link-disjoint; such candidate path cycles are considered as input to the
problem formulation.



24.5

16 24.5 Solution Approaches

We denote the set of candidate path cycles for service s for demand pair k by P;. Suppose

we associate uy,,, as the decision variable with candidate cycle m, then foreachs =1,2, ..., Sk,
k=1,2,..., K, the decision to select only one cycle is governed by the following requirement:
Py
Youp, i =1 s=12,... .S k=12.....K (4.4.1)
m=1

if we also introduce the artificial (slack) variable, i}, to allow for demand that cannot be met
due to capacity limitation. Since we are using 011 (binary) variables, a demand can not be
partially routed. Now recall that for each path cycle (because of the way each of them are
generated) we have a primary path and the backup path. Using link-primary path and link-
backup path indicators (see Table 24.3), the flow on link ¢ (denoted by y;) to carry demand
volume under both normal and failure situations (for primary and backup path for different
demand requests) must be less than the capacity:

K S Pi
DX (G +aiB) Dty <o £=1,2,... L. (24.4.2)
k=1 s=1 m=1

The link flow, given on the left side of the inequality, is a generalization of the link flow
discussed earlier to include the fact that a link may have fractional traffic volume allocated
for a backup path of a service request. Here note parameter o; dictates the level of protection
on the backup path; also since we are considering a path cycle consisting of disjoint paths, for
a specific link ¢, if 8&1 takes the value 1, then the corresponding ,B,Scfn must be zero, and vice
versa.

To address minimum cost routing with penalty for demand not met, we can write the
objective function as

K Sk P?c K Sk
F=3 30 Gmittin+ D ) OLik- (24.4.3)
k=1 s=1 m=1 k=1 s=1

Thus, the network traffic engineering problem for transport routing design with varied pro-
tection is to minimize (24.4.3) subject to constraints (24.4.1) and (24.4.2).

Solution Approaches

Transport network routing problems presented in the previous sections are in general clas-
sified as minimum cost routing problems and problem formulations are multicommodity
network flow-based. As can be seen, the size of the problem in terms of unknowns and con-
straints grows when multiple time periods are considered. In many instances, problems are
integer linear programming problems in nature due to modularity of demand in transport
routing. However, a linear programming approximation can be considered by relaxing the
integrality constraints. An advantage of using the linear programming approximation is that
tools such as CPLEX can be used to solve large problems quite efficiently. Some solutions will
not be integral due to this relaxation; from this solution, a post processing heuristic rule can
be developed to round up or down to obtain integer solutions. If CPLEX is run for solving an



24.6

CHAPTER 24 Transport Network Routing 17

integer programming problem, then it is advisable to limit the number of branching nodes to,
say 30,000 (i.e., “set mip limits nodes 30000” in CPLEX) so that a good solution can be found
quickly.

For additional advanced approaches that exploit the special structure of a transport rout-
ing problem, there are many specialized algorithms [564]. It may be noted that the transmis-
sion routing problem needs to be solved only periodically, say, once a week or every other
week; thus, quickness of generating a solution is not always the primary driver. The primary
driver might involve the following: does reducing the overall cost by 1% lead to a signifi-
cant cost saving at the expense of an increase in time for computing such a solution that is
allowable within the provisioning time frame? If so, then such guidelines can be explored.

Summary

In this chapter, we have presented transport network routing. We started by first explaining
why transport network routing problems arise.

We then explained how the time of arrival and service provisioning help to define why
transport network routing falls under a Type B classification (see Table 17.1). We then il-
lustrated through a small network example how time period factors and rearrangement (or
restriction on rearrangement) can play roles in the solution. We then presented two sets of
transport network routing models to discuss the intricacies involved in transport network
routing design.

Further Lookup

Discussions about early days of transport networks can be found [596]. Early work on trans-
port network routing through a minimum cost routing approach can be found in [751], [752],
[758], [759], including first sets of work on multiple time period routing. Since then, multi-
period design has been addressed by many researchers; for example, see [195], [400], and
[563]. In recent years, there has been a surge in understanding transport networks for IP
networking; for example, see [57], [186]. The notion of using path cycles in a link-path formu-
lation setting was originally presented in [466]. For a recent discussion on varied protection
design for different objective functions, see [665].

Exercises

24.1 Extend Eq. (24.3.4) when (a) flow variables are to be integer valued; (b) multiple modu-
lar capacity values are allowed, and (c) if flow for a demand is unsplittable.

24.2 Extend the traffic engineering model presented in Section 24.4 to multiple time periods,
with or without rearrangements.

24.3 Identify any changes required to Eq. (24.3.1) if the capacity expansion falls on different
time windows than the demand cycle.

24.4 Discuss applicability of the model presented in Section 24.4 for protection design of
MPLS networks.

24.5 Consider the various objectives discussed in Chapters 4 and 7. Discuss their applicabil-
ity to the protection design model presented in Section 24.4.



	Transport Network Routing
	Why Transport Network/Service
	Timing of Request and Transport Service Provisioning
	Multi-Time Period Transport Network Routing Design
	Transport Routing with Varied Protection Levels
	Solution Approaches
	Summary
	Further Lookup
	Exercises


